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Abstract  

The spread of the coronavirus has claimed the lives of millions worldwide, which led to the emergence of 

an economic and health crisis at the global level, which prompted many researchers to submit proposals for 

early diagnosis of the coronavirus to limit its spread. In this work, we propose an automated system to detect 

COVID-19 based on the cough as one of the most important infection indicators. Several studies have shown 

that coughing accounts for 65% of the total symptoms of infection. The proposed system is mainly based on 

three main steps: first, cough signal detection and segmentation; second, cough signal extraction; and third, 

three techniques of supervised machine learning-based classification: Support Vector Machine (SVM), K-

Nearest Neighbours (KNN), and Decision Tree (DT). Our proposed system showed high performance through 

good accuracy values, where the best accuracy for classifying female coughs was 99.6% using KNN and 88% 

for males using SVM.  
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1. INTRODUCTION 

 

COVID-19, also known as the Coronavirus, has 

been one of the most common diseases in the last 

three years, infecting over 534 million people and 

killing over 6.31 million. According to the World 

Health Organization, it has been labelled a pandemic 

in a survey of at least 200 nations. COVID-19 is 

considered one of the epidemics that cause serious 

respiratory infections, causing the loss of many lives 

recently all over the world, especially in countries 

with limited economic resources where they cannot 

provide the necessary capabilities to confront this 

pandemic [1]. Cough is a common symptom of 

COVID-19. The cough caused by COVID-19 

infection is dry and in the case of superinfection, it 

becomes moist with expectation. COVID-19 

infection can give all types of coughs (dry and oily) 

but in most cases it is dry, the intensity, frequency, 

and duration of which varies from person to person. 

Also, coughs associated with COVID-19 are dry 

coughs without mucous. This implies that most 

coughs will be dry and hacking. Once a COVID-19 

patient starts coughing, it might be difficult to stop. 

These qualities are different from other diseases’ 

cough, which is an attempt by the body to get rid of 

an irritant. These coughs typically subside on their 

own and don't last all day.  Therefore, the cough can 
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be considered a useful feature when making a 

diagnosis. Hence, studying the cough signal through 

its occurrence and episodes and its frequency helps 

to accurately diagnose and understand the disease 

and its development [2]. In addition to the medical 

difference between the cough of Covid-19 and the 

cough of other diseases, this difference also appears 

on the audio signal. 

Considering this, Fig. 1 shows the spectrograms 

for cough sounds for a COVID-19-positive user, 

non-COVID-19 (or healthy) user, and a user with 

asthma.  

Fig. 1 shows that the COVID-19 cough is more 

consistent in nature and has a longer duration in 

comparison to the non-COVID-19 cough. 

 

 

 

 

 

 

 
 

 

Fig. 1. Spectrograms for different diseases:  

(a) COVID-19, (b) non-COVID-19, (c) asthma  

cough sound 
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However, manual processing of the cough signal 

in sounds is a very difficult task that leads to errors 

that make it difficult for experts to categorize their 

differing opinions. To avoid these problems, people 

are becoming more interested in studying and 

making algorithms that automatically detect coughs 

in audio signals [3]. Machine learning is one of the 

most developed scientific fields in recent years 

because of its great importance through its many 

uses in various fields. Moreover, the use of machine 

learning in diagnosing symptoms of the coronavirus 

is one of the most important research areas that has 

attracted the attention of many researchers with the 

aim of early detection of the disease to limit its 

spread. 

In [4], the first system of COVID-19 detection 

based on sound signals was proposed by "N.Sharma" 

in 2020, where he conducted his study based on a 

Coswara database. The method presented by "N. 

Sharma" was a system based on a random forest 

classifier using a set of different short-time temporal 

and spectral acoustic features. This system has 

achieved an accuracy of 76.74%. In [5], "C. Brown" 

presented his proposed system for detecting asthma 

and COVID together, where his study was based on 

a large-scale crowdsourced dataset of respiratory 

sounds. Using spectrograms, spectral centroid, and 

MFCC, the proposed approach achieved an accuracy 

of 80% using the CNN model. 

Despotovic, Vladimir, et al. [6] presented a new 

study based on the detection of COVID-19 based on 

a coughing and breathing database, namely, the 

CDCVA dataset. The presented method was based 

on an ensemble-boosted approach using 

spectrograms and wavelets to achieve an accuracy of 

88.52%. In [7], researchers presented a new study 

about COVID-19 detection using cough audio 

signals collected in the VIRUFY database. Based on 

the CNN trained on features of zero-crossing rate, 

energy, energy entropy, spectral centroid, spectral 

entropy, spectral flux, spectral roll-offs, and MFCC, 

the proposed system achieved 88.52% accuracy. 

Based on the Cambridge dataset [8], Rahman, 

Tawsifur et al. proposed an approach to detect 

COVID-19 using the sound of cough and breathing 

signals. The system achieved an accuracy of 96.5% 

for symptomatic and 98.85% for asymptomatic 

using spectrogram features and a CNN classifier. 

In this paper, we contribute to detecting COVID-

19 based on cough sounds by proposing a new 

algorithm to segment the cough signal from its 

original audio signal, as this algorithm isolates the 

cough signal from unwanted signals, mostly due to 

the background of the recording environment. To 

value this contribution, we classified the extracted 

cough segments based on three supervised machine 

learning classifiers, namely KNN, SVM, and DT, 

after extracting MFCC features from the cough 

sound. 

The remainder of the paper is structured as 

follows:  

In section 2, we talk about the COVID-19 cough 

sound. The proposed system is described in Section 

3. In section 4, we produce the segmentation 

algorithm. Sections 5 and 6 describe voice feature 

extraction and classification, respectively. In section 

7, we discuss the obtained results. Finally, section 8 

concludes with the obtained results. 

 

2. COVID-19 COUGH SOUND 

 

As shown in Figure 2, the typical cough sound is 

generally divided into three phases: an explosive 

exhalation due to the glottis opening, an intermediate 

phase with attenuation of the cough, and a voiced 

phase due to the closure of the vocal cord. However, 

various cough patterns occur; for example, some 

cough sounds have only two, and the explosive 

phase is usually prolonged due to some illnesses [9]. 

Figure 2 also shows some differences between the 

cough sound signal of a healthy person and that of a 

person infected with COVID-19. For example, the 

explosive exhalation phase is longer in healthy 

people than in patients. In addition, the middle phase 

is longer in infected people than in healthy people 

due to inhalation difficulty caused by COVID-19 

throat infections. Other differences can be detected 

by intelligent systems, such as those based on 

machine learning in classifying audio features 

extracted by signal processing methods. 

 

 

Fig. 2. Comparison of the cough sounds for a healthy 

subject and a COVID-19 [10] 

 

3. SYSTEM DESIGN 

 

The general procedure for the proposed approach 

to detect COVID-19 is described in the flowchart 

in Figure 3. In the first part, we take audio recordings 

containing cough signals using a database. Next, a 

time-domain algorithm extracts cough signals from 

audio recordings. The second part extracts features 

for each cough signal using MFCC and log energy. 

As a final step, subject machine learning classifiers 

(KNN, S VM, DT) are trained and evaluated for their 

performance in recognizing whether coughing 

indicates positive or passive COVID-19 infection. 
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4. COUGH SEGMENTATION 

 

In this work, we relied on a time-domain 

algorithm to segment cough sounds. This algorithm 

can extract at least one cough pulse and two at most. 

The main objective of using this cough segmentation 

algorithm is to use cough samples isolated from their 

original signal. The original cough signal contains 

unwanted parts from the ambient noise of the 

recording, which characterizes most of the signals in 

crowdsourcing databases. Figure 4 shows the stages 

of the proposed cough segmentation algorithm. 

The proposed algorithm is based on the detection 

of the two main representative coughs.  

To generalize the extraction algorithm, we apply a 

normalization phase on the original signal. The two 

significant coughs will be denoted respectively C1 

and C2. They will be defined initially through their 

pic point by means of threshold comparison. Once 

done, each considered cough segment of fixed length 

L is extracted from the normalized signal. With 

length L=m+M, the segment is defined on the base 

of its corresponding threshold point. Here, m points 

are taken before the pic point and the other M points 

are taken just after this point. 

 

 

 

 

 

 

 

 

 

 

Where:  

𝑋 : Audio signal  

𝑡ℎ : Amplitude threshold detector  

𝑚 : Previous sample set 

𝑀 : Later sample set 

C1 : The first cough signal segment 
C2 : The second cough signal segment 

 

 

  

 

 

Fig. 4. Cough segmentation flowchart 

 

 

Fig. 3.  System design 

 

Cough Segmentation Algorithm 
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The proposed algorithm takes the cough signal 

from the total signal by detecting an amplitude peak 

above the threshold. In this work, we chose a 

threshold value equal to 0.85, considering that the 

value of the signal is confined between 1 and -1, that 

is, the normalization of the signal values, which is 

what is guaranteed by the first line of the algorithm. 

After detecting the first peak amplitude above the 

threshold, we take samples before and after it to 

capture a cough signal separate from the original 

signal. Then, the algorithm repeats the same steps to 

take another piece of the cough signal. Thus, we can 

extract two pieces of the cough signal from each 

original signal. 

 

5. FEATURES EXTRACTION 

 

In this work, we use the MEL-FREQUENCY 

CEPSTRAL COEFFICIENT (MFCC) algorithm 

with log energy to extract the discriminant 

characteristics of the cough signals. Where the 

MFCC algorithm is a simulation of the human ear, it 

is among the most prominent acoustic features that 

have given its efficacy in many studies related to 

voice recognition [10]. 

 
5.1. Mel-frequency cepstral coefficient (MFCC) with 

log energy 

Mel frequency cepstrum coefficients are 

commonly used in voice recognition tasks. Cepstral 

coefficients are used to represent the filter in the 

source-filter  

model of speech (vocal tract). The frequency 

response of the vocal tract is rather smooth, although  

 

 

the source of voiced speech can be described as an 

impulse train. As a result, the spectral envelope of a  

speech segment can be used to estimate the vocal 

tract. The goal behind Mel frequency cepstral 

coefficients is to reduce information about the vocal 

tract (smoothed spectrum) into a minimal number of 

coefficients based on understanding the cochlea. 

Although there is no hard standard for calculating the 

coefficients, the basic steps are outlined in Figure 5. 

The default Mel filter bank spaces out the first 10 

triangular filters linearly and the rest of the filters 

logarithmically. The log energy is frequently used to 

supplement or completely replace the information 

found in the zeroth Mel frequency cepstral 

coefficient. The calculation of log energy is 

dependent upon the input domain. The following 

equation is used to get the logarithmic energy if the 

input (cough segment) is a time-domain signal: 

                        log 𝐸 = log(𝑠𝑢𝑚(𝑥2))                     (1) 

The following equation is used to determine the 

logarithmic energy if the input is a frequency domain 

signal: 

                           log 𝐸 = log (
sum(|𝑥|2)

 FFTLength 
) (2) 

 

6. CLASSIFICATION 

 
6.1. Support Vector Machine 

Support Vector Machines (SVM) is a supervised 

machine learning method considered a 

discriminative technique that can find solutions to 

classification, regression, and detection issues. 

SVM involves creating a hyperplane that divides 

two or more groups of points according to the 

circumstances and configuration points. The initial 

Fig. 5.  MFCC Blocks 
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concept behind SVM was to best separate scheduled 

points into distinct classes by using a kernel function 

[11]. 

In a high-dimensional or infinite-dimensional 

space, SVMs create a hyperplane or group of 

hyperplanes. Using a training dataset, the hyperplane 

identifies which points are the best. The hyperplane 

with the greatest distance from any class's closest 

training data point achieves a decent separation (the 

functional margin) where the generalization error of 

the classifier decreases as the margin increases [12]. 

 
Fig. 6.  Concept of SVM [13] 

 
6.2. K-Nearest Neighbours (KNN) 

K-Nearest Neighbours is a typical supervised 

statistical computer vision method that classifies 

images by comparing the "K" value of the training 

data with the test data. The "K" value is estimated 

using training feature extraction. 

The Euclidean equation principle is used in a KNN 

classifier to find similar things. Then, it is used to 

classify things and figure out what happened. In both 

cases, the input is the k training samples from the 

dataset closest to each other. KNN is mainly used for 

classification or regression [13]. 

When using the KNN classifier, the result is a 

class member. The objects are grouped based on 

their neighbours’ votes, and each object is put into 

the group with the most votes from its k nearest 

neighbours (K is a positive integer, usually small). If 

k = 1, the object is just put in the class of its single 

closest neighbour. 

For classification, it can be helpful to give 

neighbours different weights, so neighbours closer to 

the mean contribute more to the mean than 

neighbours farther away. 

One common way to weigh neighbours is to give 

each one a value of 1/d, where d is the distance to the 

neighbour. Neighbours are chosen from a set of 

objects whose classes (for KNN classification) are 

known. 

This can be thought of as a training set for the 

algorithm, but no explicit steps are needed to train it. 

One thing about the KNN algorithm is that it 

considers how the data is organized locally. The 

KNN function uses the Euclidean distance, which 

can be found with the following equation: [14, 15]. 

          𝐷𝑚(𝑥𝑖 , 𝑥𝑗) = ( ∑  

𝑛

𝑖,𝑗=1

|𝑥𝑖 − 𝑥𝑗|
𝑚

)

1/𝑚

           (3) 

Where p and q are the things to be compared, and 

n is the number of things to be compared. There are 

other ways to figure out numbers. For example, the 

distance is the distance from Manhattan distance [16, 

17]. 

Another idea is how to find the parameter K. The 

KNN algorithm picks how many neighbors to look 

at. The selection of the K value significantly 

influences the diagnostic performance of the KNN 

algorithm. While capital k lessens the impact of 

variance due to random errors, it also runs the danger 

of obscuring minute but significant patterns. That 

finds a balance between overfitting and underfitting 

while picking K writers [18][19]. The K parameter 

is set to the square root of the training dataset 

observations. 

 
6.3. Decision tree 

One of the potent techniques frequently 

employed in several fields, including machine 

learning, image processing, and pattern recognition, 

is decision trees [20]. 

A numerical feature is compared to a threshold 

value in each test, and the DT is a sequential model 

that effectively and cogently connects a set of 

fundamental tests. The conceptual principles in the 

neural network of connections between nodes are 

significantly simpler to create than the numerical 

weights. Therefore, DT is used mostly for grouping 

purposes. Additionally, DT is a classification model 

frequently used in data mining. Each tree is made up 

of nodes and branches. Each node represents a 

feature in a classification category, and each subset 

specifies a value the node may accept. Decision trees 

have several implementation domains due to their 

easy analysis and accuracy in various data formats 

[21-23]. 

 

7. EXPERIMENTAL RESULT 

 
7.1. Exprimental dataset 

The dataset used in this strain was collected by 

the government of Buenos Aires, Argentina, and has 

been clinically validated. This database is called 

IATos v1 [24] and comprises 5884 cough cases from 

2821 individuals via WhatsApp used in a clinical 

setting (Pizzo et al., 2021). This data set was one of 

the few-balanced data sets, with 1409 individuals 

testing positive for COVID-19 and 1412 testing 

negatives.  This database was recorded with a 

sampling frequency of 48 kHz.  

 
7.2. Exprimental metrics 

In this study, KNN, SVM, and DT classifiers 

trained by the MFCC with log energy features for 

both genders assessed the performance of the voice 

pathology detection system. 

The classification results are provided in terms of 

accuracy, precision, specificity, and F1 score. These 
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performance indicators are widely used to assess the 

effectiveness of various medical decision systems. 

Accuracy: we can define accuracy as a measure of 

the capability of classifying the samples correctly, 

which is expressed as follows: 

           𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
            (4) 

Sensitivity: the probability that abnormal samples 

will be diagnosed as positive. 

                           Sensitivity =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                  (5) 

Precision: the probability of normal samples being 

correctly identified. 

                            𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                 (6) 

Specificity: the probability of normal samples being 

incorrectly identified. 

 

                    𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
                      (7) 

 

F1 Score: The F1-score measures a model's 

accuracy on a dataset. It evaluates binary 

classification systems, classifying examples as 

"positive" or "negative." 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
)                (8) 

True Positive (TP): the pathogenic nature of the 

speech sample is recognized by the marker. 

True Negative (TN): the voice sample is healthy, 

and the marker detects it. 

False Positive (FP): the voice sample is normal, but 

the marker detects it as pathological. 

False Negative (FN): the diseased voice sample is 

recognized by the marker as healthy. 

 
7.3. Result and discussion 

The early medical detection system is one of the 

best solutions to improve the performance of 

medical devices and reduce the spread of epidemics.  

In our study, we trained supervised machine learning 

models on MFCC features extracted from healthy 

cough segments and covid-19 cough segments. The 

performance of the proposed system in classifying 

cough segments into healthy or covid-19 for females 

and males was evaluated separately. 

In the first step, we change the value of K in KNN 

classifier and evaluate the performance of our 

proposed system.  

 

Table 1. The classification results with K value 
K Accuracy Sensitivity Specificity F1-score Precision 

1 82 73.52 100 97 1 

2 74 65.78 100 97 1 

3 64 62.96 65.21 0.34 0.68 

4 66 61.11 78.57 0.88 0.73 

 

 

Table 1 presents the results of the male cough 

segments classification into healthy or COVID-19 

using KNN classifier. The result shows that k value 

play an important role in improving the efficiency of 

our proposed system. And the best value of k is k=1 

when give accuracy = 82% and f1-score = 97%.  

Table 2 presents the results of the female cough 

segments classification into healthy or COVID-19.  

 

For Female: 

Table 2. The classification results of the cough 

segments into healthy or COVID-19 for females 

 
classifier accuracy Sensitivity specificity  F1 

score  

Precision 

SVM 89.9 92.08 87.7  88 0.84 

KNN 99.6 99.3 100 1.  99 1 

DT 99.3 98.6 100 2.  99 1 

 

Table 2 shows the efficiency of the suggested 

system for COVID-19 detection in females. The 

KNN algorithm provided the best accuracy for 

detection, with a value of 99.6%. 

 

Table 3 shows the results of the Male cough 

segments classification into healthy or COVID-19. 

 

For Male: 

 

Table 3. The classification results of the cough 

segments into healthy or COVID-19 for males 
classifier accuracy Sensitivity specificity  F1 

score  

Precision 

SVM 88 82.75 95.23  88 96 

KNN 82 73.38 100 1.  84 1 

DT 84 75.75 100 2.  86 1 

 

 

As shown in table 4, We achieved the best 

classification accuracy with the SVM algorithm with 

a value of 99.6%. 

 

Table 4: The best results of our test 

 

The best performances of the proposed system 

are presented in Table 4, which shows the results 

obtained when training this system with different 

classifier feature sets. As can be seen, while KNN 

outperforms SVM in the female gender, it achieves 

an accuracy of 99%. However, on the other hand, in 

the male gender, the SVM outperforms the KNN 

classifier because its accuracy reaches 88%. 

 

8. CONCLUSION 

 

Technology is frequently employed in various 

sectors, including medicine, to identify diseases. The 

Gender classifier Accuracy sensitivity specificity Precision  

Male SVM 88 82.75 95.23 96  

Female KNN 99.6 99.3 100 1 1.  
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fundamental goal of medical detection techniques is 

to detect COVID-19 in the person being tested. This 

COVID screening method is a substitute for 

traditional methods of restorative assays. In this way, 

it aims to help curb this global spread. With that in 

mind, these are forward-looking approaches and 

have proved to be effective in terms of accuracy. 

However, our work in this area has limitations in the 

number of tests used to build prior knowledge proof. 

This can, of course, be used as confirmation, 

provides the concept of machine operability, and has 

well-founded learning methods to prepare for the 

diagnosis of COVID. The main goal of our study is 

to propose a caught signal for the COVID-19 

diagnosis system using MFCC features and KNN, 

SVM, and DT classifiers. The obtained results show 

excellent performance for pathology and health and 

are very encouraging and show the effectiveness of 

both genders in developing an efficient detection 

system. 
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